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SuperSoon ERliEiE

o The accelerating pace of change...

8,000 Indu.StI!al 120 years
years R ion

Agricultural
Revolution

(2

... and exponential growth
in computing power-...

Computer technology, shown
here climbing dramatically
by powers of 10, is now
progressing more each

hour than it did in its

entire first 90 years

Colossus

The electronic
computer, with
1,500 vacuum
tubes, helped the
British crack German
codes during WW Il
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Never fully built,
Charles Babbage’s
invention was
designed to solve
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2010 'FLASH CRASH’
DOW ON MAY 6TH 2010
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Abrupt Rise of New Machine Ecology Beyond Human Response Time.
By Johnson et al. Nature. Scientific Reports 3, #2627 (2013)
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SuperViruses
ERiRs

Table. Adversarial Technology Examples

Adversarial Technology @ Year Financial Impact Users Affected Transmit Vector
"I Love You" 2000 $1S billion 500,000 Emailed itself to user contacts after opened
4 > G S Scanned Internet for Microsoft computers—
o aen e y25 Lillon Tinlilops attacked 100 IP addresses at a time
"My Doom” 2004 $38 billion 2 million Emailed itself to user contacts after opened
Stuxnet 2010 Unknown Unclear Attacked industrial control systems
g g Estimated tens of
Heartbleed 2014 lllichs

Estimated at 2/3 of all Web servers | Open Secure Sockets Layer flaw exposesuserdata 1

Sources: "Top 5 Computer Viruses of All Time,” UKNorton.com, available at < http://uk.norton.com/top-5-viruses/promo>; "Update 1—Researchers

Say Stuxnet Was Deployed Against Iran in 2007, Reuters, February 26, 2013, available at <www.reuters.com/article/2013/02/26/cyberwar-stuxnet-
idUSLINOBQSZW20130226>; Jim Finkle, “Big Tech Companies Offer Millions after Heartbleed Crisis,” Reuters, April 24, 2014, available at <www.reuters.
com/article/2014/04/24/us-cybercrime-heartbleed-idUSBREA3N13E20140424>.

Relying on Kindness of Machines? The Security Threat of Artificial Agents.
By Randy Eshelman and Douglas Derrick. JFQ 77, 2nd Quarter 2015.
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Positive Impacts of Superintelligence

=T

- = = e

®

STRONG NUCLEAR FORCE

+ - AR slile

(RIREAN

-‘!__—“\:‘ 2\ ,‘“ X 7
N e '@\) = = by

WEAK NUCLEAR FORCE

. ,_ s

. ; %

DESCRIPTION OF ALL E 7

LAWS OF PHYSICS 2

The \-‘-n.‘h-‘;\s of ‘ the

-
* e t’ \N bet Scieatist
ELECTROMAGNETIC FORCE A\ + [ Do you feel
+ ’ » \ike geing ou} .
. . oy .
GRAVITATIONAL FORCE fo¢ iosdler: 2y

\=I

Metaknowledge‘

Knowledge
Knowns Unknowns
krnown krnown krnown
Knowns Unknowns
unknown unknown unknown
Knowns Unknowns

11



@dromanyam roman.yampolskiy@Ioulisvi

Negative Impacts of Superintelligence
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. “The development
full artificial
intelligence could
spell the end of the
human race.”
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Concerns About A(G)l
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“I think we
should be
| very careful

about

artificial

intelligence”

BIAREAINIZ
“... there’s some prudence in .- SWATERFE

thinking about benchmarks y BRSE
that would indicate some

general intelligence £

developing on the horizon ¥ w? '
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"I am in the
camp that is
concerned

about super
intelligence”
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”...eventg“y they'll

think faster than us

and they'll get rid of

the slow humans...” il
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Taxonomy of Pathways to Dangerous Al
BEERHMIATSENEREDRF

How and When did External Causes Internal
Al become Causes
Dangerous On By Environment Independently

Purpose Mistake
oy | Pre- a C e g

= Deployment

E  [Post- b d f h

—

Deployment

Roman V. Yampolskiy. Taxonomy of Pathways to Dangerous Artificial Intelligence. 30th AAAI Conference on Artificial Intelligence (AAAI-2016).
2nd International Workshop on Al, Ethics and Society (AlEthicsSociety2016). Phoenix, Arizona, USA. February 12-13th, 2016.

Deliberate actions of not-so-ethical people (on purpose —a, b)

— Hackers, criminals, military, corporations, governments, cults, psychopaths, etc.
Side effects of poor design (engineering mistakes — c, d)

— Bugs, misaligned values, bad data, wrong goals, etc.

Miscellaneous cases, impact of the surroundings of the system (environment — e, f)
— Softerrors, SETI

Runaway self-improvement process (Independently — g, h)
— Wireheading, Emergent Phenomena, “Treacherous Turn”

WO TG R AR AR AT T RE DR AT St SR R 22 4z ml i, R = B e
Ko ErfaiifAlL e 1.
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Mitigating Negative Impact ZEfF A E 210

Y @IOUISVI

Category Methodology Investigated by Year
Prevention of | Fight Scientists Ted Kaczynski 1905
Development 1"5y]aw Research Bill Joy 2000
P]'I:'|||'5| ca Restrict Hardware Anthony Berglas 2009
Scripta Singularity Steward Ben Goertzel 2004
Restricted | AT-Boxing Eric Drexler, Eliezer Yudkowsky 2002
T R R Deployment Leakproofing David Chalmers 2010
e e s e Oracle AT Nick Bostrom 2008
e Al-Confinement Roman V. Yampolskiy 2011
= Incorporation | Economic Robin Hanson 2008
/ ! e Legal H. Moravee, R. Hanson, S. Omohundro 2007
% ﬁ 4 Religious Robert Geraci 2007
y i Ethical/Social Mark Waser, Joshua Fox, Carl Shulman | 2008
L Moral J. Storrs Hall 2000
;ﬁ % Equality Bill Hibbard 2005
Education David Brin 1087
@ mbhieny Self Rules to Follow Isaac Asimov 1942
Monitoring  ["pg endly AT Eliezer Yudkowsky 2001
Emotions Bill Hibbard 2001
Chaining Stuart Armstrong 2007
Kaj Sotala and Roman V. Yampolskiy. Humane AT Ben Goertzel 2004
PhvSi fi 1 Compas:sionate A? Tim Free.man 2009
http?;/?oﬁsa(.:ifnie ?ot: 0?315102-4896/90/1/018001/artic|e 5311]11;):15 They Will Need Us Alan Turing 1950
' R War Against Machines | Samuel Butler 1863
Join Them Ray Kurzweil, Kewin Warwick 2003
Denialism Jeff Hawkins 2008 17
Do Nothing Douglas Hofstadter, John Casti 2008
Pleasure and Pain Peter Turney 1001
Let them Kill Us Hugo de Garis, Eric Dietrich 2005
Fusion of Man and AT | Peter Turney 1991
Reproductive Control | Samuel Butler 1863

Responses to Catastrophic AGI Risk: A Survey
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Laws of Robotics #122AxN

I Asimov's Three Laws of Robotics

What can | help you with? 1. A robot may notinjure a human being, or,
through inaction, allow a human being to come

— to harm.
ﬂ 2. A robot must obey the orders given to it by
\""K human beings, except where such orders would
_ conflict with the First Law.

3. A robot must protect its own existence, as long
as such protection does not conflict with the First

¢ What are the three laws or Second Law.
of robotics %

| forget the first three, but
there’s a fourth:

‘A smart machine shall first
consider which is more worth
its while: to perform the given
task or, instead, to figure some
way out of it’.
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Formal Verification IETCISIE
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Have we builf the software right?

Verification and Validation

Have we built the right soffware?

SELF-IMPROVING e S OR
SOFTWARE ] S s L P e
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Al Confinement Problem A TILEgEA9RE]a)5R

Robot prison?

JOHN CONNOR

Is so proud of you right now!

Level | Outputs Inputs Explanation
0 Unlimited | Unlimited | Unlimited communication (Free Al)
| Unlimited | Limited | Censored input, uncensored output
2 | Unlimited None Outputs only with no inputs
3 Limited | Unlimited | Unlimited input and censored output
4 Limited Limited | Secured communication (proposed protocol)
5 Limited None Censored output and no inputs
6 None Unlimited | Inputs only with no outputs
None Limited | Censored input and no outputs
8 None None No communication, fully confined Al

21
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Conclusions Z&i¢

The timeline of Al Failures has an exponential trend:

1959 AT designed to be a General Problem Solver failed to solve real world problems.’
1982 Software designed to make discoveries, discovered how to cheat instead.’

1983 Nuclear attack early warning system falsely claimed that an attack 1s taking place.3
2010 Complex Al stock trading software caused a trillion dollar flash crash.*

2011 E-Assistant told to “call me an ambulance” began to refer to the user as Ambulance.’
2013 Object recognition neural networks saw phantom objects in particular noise images [1].
2015 Automated email reply generator created mappropriate responses.

2015 A robot for grabbing auto parts grabbed and killed a man.”

2015 Image tagging software classified black people as g()rillas.8

2015 Medical Expert AT classified patients with asthma as lower risk [2].

2015 Adult content filtering software failed to remove inappropriate content.”

2016 Al designed to predict recidivism acted racist.

2016 Game NPCs designed unauthorized su.perweapons.“

2016 Patrol robot collided with a child."?

2016 World champion-level Go playing Al lost a game. B

2016 Self driving car had a deadly accident."*

2016 AT designed to converse with users on Twitter became verbally abusive.'’

Al failures will grow in frequency and severity

proportionate to Al’s capability.
AT B RMHIERIERREEEIEN, XS AT ERERIBEImELA,
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